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Greek speakers say ‘!"#$’, Germans ‘schwanz’, and the French ‘queue’ to 

describe what English speakers call a ‘tail’, but all of these languages use a related 

form of ‘two’ to describe the number after one.  Among over one hundred Indo-

European languages and dialects, the words for some meanings, such as ‘tail’, 

evolve rapidly, being expressed across languages by dozens of unrelated words, 

whilst others evolve much more slowly, such as the number ‘two’ for which all 

Indo-European language speakers use the same related word-form
1,2

.  No general 

linguistic mechanism has been advanced to explain this striking variation in rates 

of lexical replacement among meanings.  Here we use four large and divergent 

language corpora (English
3
, Spanish

4
, Russian

5
 and Greek

6
) and a comparative 

database of 200 fundamental vocabulary meanings in 87 Indo-European 

languages
2
 to show that the frequency with which these words are used in modern 

language predicts their rate of replacement over thousands of years of Indo-

European language evolution. Across all 200 meanings, frequently used words 

evolve at slower rates and infrequently used words evolve more rapidly. This 

relationship holds separately and identically across parts of speech for each of the 

four language corpora and accounts for approximately 50% of the variation 

observed in historical rates of lexical replacement.  We propose that the frequency 

with which specific words are used in everyday language exerts a general and law-

like influence on their rates of evolution.  Our findings are consistent with social 

models of word change that emphasise the role of selection, and suggest that owing 
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to the ways that humans use language, some words will evolve slowly and others 

rapidly across all languages.  

Languages, like species, evolve via a process of descent with modification (Table 

S1).  The remarkable diversity of languages -- there are about 7,000 known living 

languages
7
 -- is a product of this process acting over thousands of years. Ancestral 

languages split to form daughter languages that slowly diverge as shared lexical, 

phonological and grammatical features are replaced by novel forms. In the study of 

lexical change, the basic unit of analysis is the cognate. Cognates are words of similar 

meaning with systematic sound correspondences indicating they are related by common 

ancestry. For example, cognates meaning “water” exist in English (water), German 

(wasser), Swedish (vatten) and Gothic (wato), reflecting descent from proto-Germanic 

(*water).  

Early lexicostatistical
8
 studies of cognate diversity in Malayo-Polynesian and 

Indo-European language families revealed that rates of evolution vary across meaning 

categories
1,9

. More recently we have obtained direct estimates of rates of cognate 

replacement on linguistic phylogenies (family trees) of Indo-European and Bantu 

languages, using a statistical model of word evolution in a bayesian Markov chain 

Monte Carlo (MCMC) framework
10

.  We found that rates of cognate replacement varied 

among meanings and that rates for different meanings in Indo-European were correlated 

with their paired meanings in the Bantu languages. This indicates that variation in the 

rates of lexical replacement among meanings is not merely an historical accident, but 

rather is linked to some general process of language evolution.  

Social and demographic factors proposed to affect rates of language change within 

populations of speakers, include social status
11

, the strength of social ties
12

, the size of 

the population
13

, and levels of outside contact
14

.  These forces may influence rates of 
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evolution on a local and temporally specific scale, however, they do not make general 

predictions across language families about differences in the rate of lexical replacement 

among meanings.  Drawing on concepts from theories of molecular
15

 and cultural 

evolution
16,17,18

, we suggest that the frequency with which different meanings are used 

in everyday language may affect the rate at which new words arise and become adopted 

in populations of speakers.  If frequency of meaning use is a shared and stable feature of 

human languages, then this could provide a general mechanism to explain the large 

differences across meanings in observed rates of lexical replacement.  Here we test this 

idea by examining the relationship between the rates at which Indo-European language 

speakers adopt new words for a given meaning and the frequency with which those 

meanings are used in everyday language. 

We estimated the rates of lexical evolution for 200 fundamental vocabulary 

meanings
8
 in 87 Indo-European languages

2,19
. Rates were estimated using a statistical 

likelihood model of word evolution
10

 applied to phylogenetic trees of the 87 languages
19

 

(Figure S1).  The number of cognates observed per meaning varied from one to forty-

six.  For each of the 200 meanings we calculated the mean of the posterior distribution 

of rates as derived from a bayesian MCMC model that simultaneously accounts for 

uncertainty in the parameters of the model of cognate replacement and in the 

phylogenetic tree of the languages (see Methods).  Rate estimates were scaled to 

represent the expected number of cognate replacements per 10,000 years, assuming a 

8,700-year age for the Indo-European language family
19

. Opinions on the age of Indo-

European vary between approximately 6,000BP and 10,000BP
20,21

. Using a different 

calibration would change the absolute values of the rates but not their relative values.  

Figure 1a shows the inferred distribution of rate estimates, where we observe a 

roughly 100-fold variation in rates of lexical evolution among the meanings.  At the 

slow end of the distribution, the rates predict zero to one cognate replacements per 
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10,000 years for words such as ‘two’, ‘who’, ‘tongue’, ‘night’, ‘one’ and ‘to die’.  By 

comparison, for the faster evolving words such as ‘dirty’, ‘to turn’, ‘to stab’ and ‘guts’ 

we predict up to nine cognate replacements in the same time period. In the historical 

context of the Indo-European language family this range yields an expectation of 

between 0-1 and 43 lexical replacements throughout the ~130,000 language-years of 

evolution the linguistic tree represents, very close to the observed range in the 

fundamental vocabulary of 1 to 46 distinct cognate classes among the different 

meanings.  These rates can be converted to estimates of the linguistic half-life
10

 (see 

Methods), or the time in which there is a 50% chance the word will be replaced by a 

different non-cognate form.  These times vary from 750 years for the fastest evolving 

words to over 10,000 years for the slowest (Figure 1b). 

We used spoken and written language corpus data from English
3
, Spanish

4
, 

Russian
5
 and Greek

6
 to measure the frequency of meaning use (Table S2). These 

languages sample from across the Indo-European language family (Figure S1) and their 

corpora were selected to provide large samples of language use (20-100 million words 

each). Figure 2 shows that the distribution of word use frequencies in each language is 

highly skewed such that most words are used relatively infrequently (less than 100 

times per million words), with a small number of frequently used words (as often as 

35,000 times per million words) accounting for most speech.  Word use frequencies are 

highly correlated among the four languages (0.78<r<0.89, mean r=0.84; Figure S2) 

showing that words used at a high frequency in one language, tend to be used at a high 

frequency in the other languages.  Because the four languages span the Indo-European 

tree, this suggests that frequency values are representative of Indo-European language 

use, and that frequencies of meaning use have been remarkably stable throughout Indo-

European history (Figure S1). 
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Figure 3 plots the rate of lexical replacement against frequency of word use for 

the 200 meanings.  Separately in each corpus we observe a negative relationship (bold 

black line) between word frequency and rate (English, r=-0.37; Spanish, r=-0.35; 

Russian, r=-0.41; and Greek, r=-0.32: all p < 0.0001).  In all four languages, the more a 

meaning is used today, the slower its rate of evolution has been throughout the 6,000- to 

10,000-year history of Indo-European. 

Some parts of speech are used more than others, so it is possible that the observed 

relationship arises from an effect of part of speech on rates of evolution. To examine 

this effect, we categorised meanings as either nouns, adjectives, verbs, pronouns, 

numbers, conjunctions, prepositions, or special adverbs (‘what’, ‘when’, ‘where’, ‘how’, 

‘here’, ‘there’ and ‘not’).  We then predicted variation in rates of lexical replacement 

from a regression model allowing both of these effects to operate simultaneously, 

thereby controlling for one another.  The inverse relationship between frequency of 

meaning use and rate of lexical evolution holds separately for parts of speech (Figure 3 

coloured lines).  For a given frequency of meaning use, prepositions and conjunctions 

evolve most quickly, followed by progressively slower evolution for adjectives, verbs, 

nouns, special adverbs, pronouns and finally numbers.  The rank order of effects for part 

of speech is identical across the four corpora, and the combined models account for 

approximately 50% of the variance in rates of lexical evolution (English, R=0.69; 

Spanish, R=0.69; Russian, R=0.71; and Greek, R=0.69: all p < 0.0001).  Adding an 

interaction effect between part of speech and frequency of meaning use did not improve 

the fit of the model: frequency of meaning use affects the rate of evolution in the same 

way for each part of speech.  

The consistent pattern across the four languages in the relative rates of lexical 

replacement among parts of speech may help us to understand the mechanism by which 

word-use frequency affects rate of evolution.  Frequency of word use could directly 
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modify the rate at which new word forms arise, with fewer spontaneous errors occurring 

for highly expressed words. Errors in word perception, recall and production have been 

shown to decrease with word frequency according to the ‘power law of learning’
22,23

.  

Alternatively, the rate at which new forms appear could be the same for all meanings, 

with frequency of use affecting the probability that a population of speakers will come 

to adopt a given innovation. This suggests some form of linguistic, frequency-

dependent, purifying selection is responsible for the slow rate of evolution of highly 

expressed words.  Innovations, being rare, may not be favoured in speech because there 

is an increased chance that they will be misinterpreted. This effect should be stronger 

the more often the meaning is required in speech or the more important it is to the 

meaning of speech.  

In each of our language corpora, numbers, pronouns and the special adverbs 

evolve the most slowly for a given frequency of word use.  These parts of speech seem 

important to the meaning of spoken communication, and may therefore be subject to 

stronger selection.  The rapidly evolving parts of speech include conjunctions, 

prepositions and adjectives whose exact forms may be less important to conveying 

meaning. There is also evidence in natural populations of speakers that when more than 

one word is used to express the same meaning, the relative frequencies of use of the rare 

words is lower than expected from a neutral drift model of evolution
24

, consistent with 

selection against innovations.  These findings may then indicate that the purifying 

selection model of word evolution provides a more accurate description of how words 

evolve within populations of speakers.  It is also consistent with models of cultural and 

linguistic evolution that incorporate a conformist bias
16,17

, although these models cannot 

identify a priori which words will be subjected most strongly to such effects. 

Our findings, based on a sample of fundamental vocabulary items, identify a 

general mechanism of linguistic evolution, which is expected to operate similarly across 
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all languages and time scales and makes predictions about rates associated with specific 

meanings.  To the extent that the structure and everyday functions of human verbal 

communication mean that some words will tend to be used more frequently in all 

languages, we expect these words to evolve slowly, and vice versa for infrequently used 

words.  Combined with parts of speech this simple factor allows us to account for about 

50% of the variance in rates of lexical replacement throughout the 6,000- to 10,000-year 

history of Indo-European languages.  The generality of this influence is suggested in the 

finding that estimates of the rate of lexical replacement in Indo-European languages are 

correlated with rate estimates in Bantu
10

, Cushitic and Malayo-Polynesian
1
.  

Being able to link variation in rates of lexical replacement to the frequency of 

word use also provides insights into some features of comparative linguistics.  One is 

that we expect languages to diverge initially in the least frequently used parts of their 

vocabularies.  This may mean that languages retain mutual intelligibility far longer than 

expected from simple uniform rates models of linguistic divergence
8
.  Related to this, 

the words for frequently used meanings should, on average, be less prone to borrowing 

during language contact.  Higher frequency words may also be more likely to exhibit 

ancestral morphology.  Irregular verbs in English often retain their ancestral 

morphology, and are among the most frequently expressed verbs
25

. Finally, we note that 

our rate estimates show that some words evolve slowly enough to allow homologous 

lexical forms to persist for tens of thousands of years.  These slow rates demonstrate 

that humans are capable of producing a culturally transmitted replicator, that perhaps 

because of the purifying force of spoken word frequency, can have a replication 

accuracy as high as that of some genes
26

.  Along with continued efforts at identifying 

cognate words separated by thousands of years of sound change
27

, this raises the 

possibility of using selected lexical items to evaluate hypothesized ‘long range’ 

linguistic relationships such as Eurasiatic
28

  and Nostratic
29

. 
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Methods Summary 

Cognate data  We grouped the words for each of the 200 meanings in the Swadesh 

fundamental vocabulary
8
 into cognate sets using the classifications in the comparative 

Indo-European database
2
. Meanings had between 1 and 46 cognate sets across the 87 

languages in our study, producing a total of 4,049 cognates (including unique word-

forms).   

Phylogenetic trees  We inferred a bayesian posterior distribution of phylogenetic trees 

of the 87 languages from a binary data matrix derived from the cognacy classifications.  

The 4049 binary vectors in the matrix code for the presence (‘1’) or absence (‘0’) of 

each of the 4,049 cognates
2,30. 

The consensus tree of this posterior sample is reported in 

Figure S1. 

Rates of lexical replacement  We categorised words for each of the 200 meanings into 

k states representing the k different cognate classes identified for that meaning.  For 

example, k=24 for the meaning class ‘big’ because it has 24 cognates among the 87 

languages.  For each meaning, we estimate the instantaneous transition rate, q, from any 

state (cognate class) i to any state j, as the mean of its bayesian posterior distribution of 

rates, summed over models of evolution and phylogenetic trees in the posterior sample 

of trees. This accounts for uncertainty in the model of evolution and in the phylogenetic 

tree, and does not suffer from loss of information owing to the conversion of cognate 

data to pair-wise similarity scores between languages.  Half-life estimates were derived 

as described in reference 10. 

Word frequency data  We obtained word use frequencies from English
3
, Spanish

4
, 

Russian
5
 and Greek

6
 corpora, combining the frequencies for all words comprising a 

shared canonical form (e.g., ‘push’, ‘pushes’, ‘pushing’, and ‘pushed’). 
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Methods Section  

Cognate Data We used the comparative Indo-European database
2
, which records word 

forms and cognacy judgements in 95 languages across the 200 terms in the Swadesh 

fundamental vocabulary
8
.  We excluded 11 of the speech varieties that had not been 

coded by Dyen et al.
2
 and were identified by them as less reliable, leaving a sample of 

84 languages. We added cognacy judgements for the same 200 meanings for three 

extinct Indo-European languages (Hittite, Tocharian A and Tocharian B), based on 

multiple sources
19

, for a combined sample of 87 languages.  Meanings had from 

between 1 and 46 cognate sets across the 87 languages, for a total of 4,049 cognates, 

including unique words. 

Phylogenetic Trees We inferred the posterior distribution of phylogenetic trees for the 

87 languages using the Markov chain Monte Carlo (MCMC) methods
31

 implemented in 

BayesPhylogenies
30,32

.  The cognacy data were transformed to a binary matrix with 

rows representing the 87 languages and columns identifying the presence (‘1’) or 

absence (‘0’) of each of the 4,049 cognates (including unique ‘cognates’).  We then 

characterised the probability of these data on phylogenetic trees, using a two-state 

(presence/absence) continuous-time Markov transition rate model
10

.  The probability of 

the data 

! 

D given the model of evolution 

! 

M  and a tree 

! 

T  is written in the usual way as 

! 

P(D |M,T) = P(D |Q
b
,T)

c
"  where here the model of evolution for the binary vectors 

! 

Q
b
 is the 2!2 matrix recording the rates of transition between the binary elements 

corresponding to the gain of the cognate class and the loss of the cognate class, and the 

product is over the 

! 

c=4049 binary vectors that identify cognate classes.  The elements 

of 

! 

Q
b
 are given by

! 

q" j  where 

! 

j  represents the state (presence/absence) to which the 

cognate is moving and 

! 

"  is the equilibrium frequency of the 

! 

j th state
10,33

.  We used a 

single rate parameter q and estimated the equilibrium frequencies of presence and 

absence from the data as part of the Markov chain.  Transition rates were allowed to 
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vary among cognate class vectors (successive vectors of the binary matrix) according to 

a gamma distribution
34

 with four rate categories.  The shape parameter of the gamma 

distribution was estimated from the data. 

We derived the posterior sample of trees from a Markov chain allowed to run for 

40,000,000 generations.  After discarding the first 2,500,000 generations as burn-in, we 

sampled every 50,000th tree in the chain to ensure that successive trees were 

statistically independent. This produced a posterior sample of 750 trees. Examination of 

autocorrelation times of the MCMC plots indicated runs had converged to the 

equilibrium distribution and showed very low autocorrelation, yielding an effective 

sample size of at least 500. The consensus tree of this posterior sample is reported in 

Figure S1. 

Rates of lexical replacement  We categorised the words for each of the 200 meanings 

into 

! 

k  states representing the 

! 

k  different cognate classes identified for that meaning. In 

the meaning class ‘big’, for example, 

! 

k=24 because this meaning is represented by 24 

cognates among the 87 languages. The probability of observing the distribution of the 

! 

k  

lexical terms for a meaning 

! 

m  on any given tree can be written as 

! 

P(m |Q
m
,T)  where 

! 

Q
m

 is a 

! 

k  ! 

! 

k  matrix of the transition rates from any cognate class 

! 

i  to any other class 

! 

j  for a particular meaning, and 

! 

T  is the phylogenetic tree
10

.  The elements of 

! 

Q
m

 are 

given by 

! 

q" j  where 

! 

q is the instantaneous transition rate (as above but now for a 

particular meaning) and 

! 

" j  is the equilibrium frequency of state 

! 

j  
10

.  We estimate 

! 

Q
m

 

using a continuous-time Markov transition rate model
10, 29,33

.  The equilibrium 

frequencies are not known and therefore must either be estimated from the data or fixed 

at prior values.  For the results reported in Figures 1 and 3, we assumed uniform 

equilibrium frequencies across cognates.  Thus for a meaning represented by 

! 

k=3 

cognates, each 

! 

" j  is set to 1/3.  Because of the large number of cognate classes for 

some meanings (

! 

k=46 for the meaning ‘dirty’) it is impractical to estimate 

! 

" j  from the 
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data.  However, using the observed empirical frequencies of the 

! 

k  classes for each 

meaning across the 87 languages gives the same qualitative results reported in Figure 3 

and none of our conclusions is altered.  

 

The posterior distribution of the rate parameter 

! 

q is estimated from a Markov chain that 

simultaneously proposes new values for 

! 

q and samples new trees from the posterior 

distribution of 

! 

T .  We used the mean of the posterior distribution of 

! 

q to estimate the 

rates of lexical replacement reported in Figures 1 and 3.  Our approach accounts for 

uncertainty in the model of evolution and in the phylogenetic tree, and, unlike earlier, 

lexicostatistical approaches to estimating rates of cognate replacement, does not suffer 

from information loss owing to the conversion of cognate data to pair-wise similarity 

scores between languages
35

. Mean and variance for the 200 meaning category rate 

estimates are provided in Table S2. Rate estimates are not expected to be biased across 

parts of speech by the process of grammaticalization (see Supplementary Information 

for details). 

 

Half-life estimates were calculated from the mean 

! 

q values by solving 

! 

p = e
"qt  for 

! 

t , 

setting 

! 

p = 0.5 as described in reference 10. 

Word frequency data  Word use frequencies were obtained for English, Spanish, 

Russian and Greek from the corpora databases described in references 3-6. Word 

frequencies were compiled by searching for all forms listed under the canonical form 

(or lemma) of each meaning. For example, for the verb meaning ‘push’ in English, we 

include ‘push’, ‘pushes’, ‘pushing’, and ‘pushed’. Word frequency and part of speech 

data are provided in Table S2. 
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Figure 1 | Frequency plots for rates of lexical evolution in Indo-European 

across 200 fundamental vocabulary meanings – a records the mean 

estimated rate of cognate replacement from the MCMC analysis for each 

meaning. b shows the same rate distribution converted to word half-lives10, or 

the time in which there is a 50% chance the word will be replaced by a different 

non-cognate form. The longest half-lives (76,530 years) are for meanings that 

show no change across Indo-European (see Supplementary Information). 

Figure 2 | Distribution of frequency of word use for 200 meanings in four 

Indo-European languages – a English3, b Spanish4, c Russian5, and d 

Greek6. These four languages sample from across the Indo-European language 

family. Figure S1 shows where each language fits on the Indo-European 

phylogeny. Word use frequencies are highly correlated among the four 

languages (0.78<r<0.89, mean r=0.84; see Figure S2). 

Figure 3 | Log-log plots of frequency of meaning use against estimated 

rate of lexical evolution for 200 basic meanings in four Indo-European 

languages - a English, b Spanish, c Russian, and d Greek. A linear regression 

(bold black line) reveals a consistent negative relationship between the log-

frequency of meaning use and log-rate of lexical replacement across all four 

languages (English, r=0.37; Spanish, r=0.35; Russian, r=0.41; and Greek, 

r=0.32]). Points are colour coded according to part of speech. Coloured lines 

show the results of a multiple regression including frequency and part of 

speech. The relationships are all consistently negative (English, R=0.69; 

Spanish, R=0.69; Russian, R=0.71; and Greek, R=0.69). The height of each 

line in the four graphs indicates the relative speed of lexical evolution for a given 

frequency of meaning use for each part of speech. Conjunctions (grey) evolve 

fastest, followed by prepositions (turquoise), adjectives (red), verbs (blue), 
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nouns (green), special adverbs (yellow), pronouns (orange) and numbers 

(purple).  








